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Student	Evaluations	of	Teaching	
Effectiveness:	Considerations	for	Ontario	

Universities	
by Mary Kelly, Wilfrid Laurier University1 

Introduction	

Student evaluations of teaching effectiveness or course evaluations (SETs)1 are used at most 
universities and colleges throughout the world and many researchers have analyzed their use in 
the classroom. Marsh (1987) to comment that SETs may be the most studied form of personnel 
evaluation. There is a well developed literature addressing the construct of the student 
evaluations of teaching effectiveness. Much research has already examined the reliability and 
validity of the instrument, potential bias of student ratings, and student perceptions of 
evaluations and their motivation to participate. However, despite the extensive amount of 
research, there is still much debate among academics as to the value and efficacy of student 
evaluations of teaching effectiveness. 

We briefly discuss these findings where relevant, and examine the possible impact of 
evaluations on the teaching professoriate in Ontario. The measurement of teaching 
effectiveness is a particularly relevant topic given the increased focus on teaching and learning 
in Ontario universities. 

Fundamentally, student evaluations of teaching serve three basic purposes.  

 From a formative (or developmental) perspective, evaluations are used to provide 
feedback to faculty to improve teaching or who wish to improve or alter course content. 

 When structured primarily as learning evaluations, SETs have also been used as a way 
to measure student engagement and learning – students use these forms to reflect on 
their self learning.  

 Evaluations can also serve summative (or administrative) purposes. Evaluations are 
used in tenure, merit and promotion decisions and teaching evaluations also provide 
information to students to assist in course selection. 

We start with an overview of student perceptions of SETs and the impact on their willingness to 
participate. Fundamentally instructors are concerned with the use of SETs for summative 
purposes because there are concerns about the legitimacy and manipulability of SET scores. 
Thus we next focus on factors that impact SET scores that may not be directly correlated with 
teaching effectiveness. Finally we discuss each of the three purposes of evaluations. Our 
                                                 
1 With thanks to all Academic Colleagues that provided institution specific details and to John Sivell, 
Brock University; Linda Garcia, University of Ottawa; Philip Dutton, University of Windsor; Stephanie 
Crosty, David Johnson and Christine Neil, Wilfrid Laurier University; and Leslie Saunders, York University 
for their input and comments.  
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discussion of the existing literature is supplemented by a sample of evaluations provided from 
thirteen Ontario universities, and ad hoc discussions with professors in several Ontario 
universities. In our discussions, we comment on the efficacy of SETs in achieving these 
formative and summative goals and other methods that have been used to attain these goals. 
We briefly discuss the impact of SETs on the faculty classroom management before concluding 
with some observations of and recommendations for the use of SETs in Ontario universities. 

Student	Participation	and	Perception	of	SETs	

In most institutions, students are not required to fill out SETs, and there is little incentive for 
students to fill out teaching evaluations. In fact, one Ontario university had eliminated 
“mandatory” end-of-term SETs due, in part, to poor response rate.  

Students may not fill out SETs because they feel the evaluations are not valuable. Brown (2008) 
examines student perceptions of evaluations. He notes that students feel SETs can potentially 
provide an accurate measure of teaching effectiveness, but that students do not feel that 
administrators and other students take the evaluations seriously. Although students respond 
that they personally fill out the SET honestly, they believe that some other students are likely to 
rate instructors based on the grade they receive or use the SETs to “get back” at instructors. 

If students feel that evaluations are not used to improve teaching performance or provide 
feedback on teaching effectiveness, they are less likely to fill them out. This perception of the 
value of SETs changes as a student progresses through university. Chen and Hoshower (2003) 
note that upper year students are more likely to dismiss the usefulness of SETs, and as such 
participation rates tend to be higher in first year classes. Kherfi (2011) also finds that after 
controlling for respondent characteristics, first year students are more likely to fill out teaching 
evaluations.  

One topic of interest to teaching faculty is the potential switch to electronic evaluation and the 
resulting impact on both student participation and the SET results. Research is unanimous that 
the use electronic evaluations decreases participation levels over the traditional pencil-and-
paper SETs that are typically administered in the last week of class. Layne, DeCristoforo and 
McGinty (1999) find response rates to be almost 13 percentage points lower for on-line versus 
pencil-and-paper evaluations (60.6 percent versus 47.8 percent). As with pencil-and-paper 
evaluations, they also find that students with higher GPAs are more likely to fill out electronic 
evaluations. 

Avery et al. (2006) also find response rates to be consistently lower for on-line evaluations and 
conjecture the reduction in participation may be driven by either the lack of peer pressure that 
arises when pencil-and-paper evaluations are filled out in class, or a fear concerning the loss of 
anonymity in electronic evaluations. However, they find that on a question by question basis, 
either there was no statistical difference in average scores or web scores are statistically 
significantly higher.2 Consistent with earlier research, they also find that students who 
anticipated higher grades were more likely to submit an electronic evaluation. More recently, 
Venette, Sellnow and McIntyre (2010) compared pencil-and-paper versus online evaluation and 
consistent with earlier results found no significant difference in overall SETs scores between 
pencil-and-paper and electronic evaluations.  
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However, students provided more descriptive detail in the online than the paper-and-pencil 
responses. Therefore, when administered effectively, collecting student rating messages online 
may be better than doing so in the traditional pencil-and-paper format.  

Davidovitch and Soen (2011) find that greater participation does not change overall evaluation. 
To improve participation in SETs, the University Centre of Samaria made the completion of 
SETs a mandatory requirement for graduation. There were no statistically significant differences 
in evaluations of individual professors before and after students were required to complete 
evaluations.  

There may be significant privacy concerns when evaluations are conducted in small classes. 
This obviously is especially problematic for graduate and senior undergraduate courses. Most 
universities attempt to mitigate this by not performing evaluations for small classes (with the 
threshold of small being defined by the institution). This may also result in some faculty having 
no SET scores if they only teach upper year or graduate classes.  

Regardless of class size, doctoral students may be unwilling to provide feedback that may be 
construed as negative due to the role of faculty in placing students in academic positions. 

Perhaps there is a relationship between the quality of SET questions and response rates – 
students should be more engaged when the questions asked are meaningful and relevant. 
However, to the best of our knowledge, there is no concrete research on this aspect of the topic.  

It has been suggested that improving communications to students about the value of SETs is 
one way to increase participation rates. One Canadian university suggests that faculty can 
encourage participation by highlighting changes made to a course based on previous 
evaluations.3 Anecdotally, offering prizes or other incentives does not appreciably increase 
participation rates.  

Overall, the literature would suggest that students appreciate the opportunity to provide 
feedback on teaching effectiveness – if the results of SETs are used to improve teaching 
performance and assist faculty in improving courses. Furthermore research suggests that the 
use of electronic SETs may not pose as many problems as anticipated. Although the 
participation rate may be lower, the SET score does not change appreciably between pencil-
and-paper and electronic evaluations. 

Factors	that	Influence	SET	Scores		

Effective teaching is multifaceted in nature. Therefore it is not surprising that many factors 
influence students’ perceptions on effective teaching. The literature indicates that students value 
instructors that are organized; that provide clear and prompt feedback; that create a classroom 
environment conducive to learning; that respect students; and that demonstrate concern for 
students (Bélanger and Longden, 2009).4 Instructors that are more effective should 
fundamentally earn higher SET scores than instructors that are less effective. Overall, the 
research suggests that properly designed SETs are valid measures of teaching effectiveness 
(see, for example, Greenwald, 1997). 
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But SET scores are influenced by external factors that cannot be controlled by the instructor, 
such as length of the course or class size or age and gender of the instructor, and other factors 
that most would deem to be irrelevant or to actual teaching effectiveness, such as student 
perceptions of what their final grade will be.  

The relationship between SET scores and student grades is one external factor that has 
received much attention in the literature. There is large body of literature that finds a positive 
correlation between grades and SET scores (see for example Marsh and Roche, 2000; 
Olivares, 2001; Griffin, 2004). This positive relationship leaves many to conjecture that 
instructors may be lenient in grading or develop easy assessments to influence SET scores. 
The evidence for this conjecture is mixed – some research has founds that SETs are biased by 
grading leniency or reduced workload, and other research finds that these factors have little 
effect on SET scores. The relationship between SET scores and reduced course expectations is 
likely the most persistent of all concerns with the use SETs.  

However, it is also possible that the correlation between grades and SET scores arises from 
student behaviour – students that are interested in a subject and motivated to work hard 
typically give higher evaluations and may also earn better grades. Finally this relationship may 
actually be driven by more effective teaching. It is possible that the higher SET scores arise 
from student reactions to the classroom environment which is correlated to the instructor’s 
ability to teach. And a classroom environment that is conducive to learning might naturally result 
in higher grades, ceteris paribus. 

Supporting these latter two arguments, Kherfi (2011) finds that students that do well (or 
anticipate that they will do well) in a course are more likely to participate in SET. Remedios and 
Lieberman (2008) find that student ratings are largely driven by how well students feel they have 
been taught and how well they have been engaged, and are less influenced by self-reported 
workload and grade received (as long as the grade received was not lower than expected). In 
addition, they find that students rated courses more interesting and enjoyable if the grade they 
achieve in the course exceeded their expectations, which may capture to some extent the 
student’s involvement in the course. Beran and Violato (2009) find similar results – engaged and 
motivated students give higher SETs scores.  

Griffin (2004) argues that it is not the actual grade that matters, but student perceptions. If 
students anticipate that they will get a lower grade than they feel they deserve, ceteris paribus, 
they will rate the instructor lower in every question on the SET. 

The average score that students give also changes as students progress through university. 
Chen and Hoshower (2003) find that seniors with higher GPAs generally give higher appraisals 
of professors, but in general first year students hold faculty in higher regard than upper year 
students.  

Other research finds that on average, instructors who offer midterm evaluations of teaching 
effectiveness perform better on SETs. However it cannot be said that these are better teachers, 
as research also shows that the offering of these evaluations influences student perceptions. 
Instructors who conduct midterm evaluations of teaching effectiveness are perceived to be both 
committed to teaching and to value their students (Brown, 2008). 
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One persistent concern is that instructors that entertain students get higher SET scores. This 
argument is supported by Naftulin, Ware and Donnelly’s (1973) experiment that suggested 
individuals could be “seduced” by a charismatic speaker that entertained and appeared to be 
knowledgeable. However in the classroom environment, and over a whole term, it is difficult to 
confirm or deny this belief. 

It has been shown that students typically define an effective teacher as one that is warm, 
extroverted and enthusiastic (Clayson and Sheffet, 2006; Basow, 2000; Best and Addison, 
2000). However even with respect to these characteristics, students judge faculty based on age 
and gender. In an experiment, Arbuckle and Williams (2003) find that, ceteris paribus, young 
male teachers score higher on warmth and enthusiasm. SET scores are also correlated with the 
gender of both the instructor and students. Feldman (1998) and Centra and Gaubatz (2000) 
both find that male (female) students tend to rank male (female) instructors slightly higher.  

Linse (2003), in a summary of gender and teaching studies, notes that gender effects exist but 
they are not uniform or simple to untangle: female faculty need to prove their intelligence 
whereas male faculty are assumed to be intelligent; problematic teaching behaviours are more 
likely to be excused in men; generally female professors are ranked lower on competency than 
male faculty; and students are more likely to view successful male faculty as effective and 
successful female faculty as likeable. However the correlation between expectations and SET 
scores is difficult to untangle. 

Course and class characteristics impact SET scores. McKeachie (1979) found that electives 
tend to have higher ratings than required courses. Bedard and Kuhn (2008) conclusively state 
that class size matters – there is a large negative impact of class size on SET scores even 
when controlling for the individual instructor. Using a fixed effects regression model, as the find 
as class sizes increase SET scores are lower. This is important for Ontario universities now as 
class sizes are growing.  

Parpala et al. (2011) find that there is variation by discipline in students’ beliefs as to what 
constitutes ‘good teaching’. Thus using a common evaluation tool across all disciplines may not 
be best practice. Beran and Violato (2005) find that lab courses rate higher than lectures or 
tutorials. While understandable that active hands-on learning would be preferred by many 
students, issues arise when these SET scores are used for summative purposes.  

Evaluations	as	a	Feedback	for	Teaching	Performance	

We now examine the use of evaluations used to provide feed back to faculty who wish to 
improve or alter their teaching practices. Here, evaluations are primarily for the use of the 
faculty to assess the classroom experience. This is a formative use of SETs – instructors elicit 
feedback for their own use in order to improve their teaching. Irrespective of how they are 
actually used, many of the SETs in our sample from Ontario universities state that this is the 
purpose of the evaluation form - for faculty review and improvement. In one Ontario university, 
this is the only use of SETs, as the results are available only to the faculty member. 

There are concerns with the use of SETs for this formative use. Kherfi (2011) observes that the 
use of SETs to provide input on teaching effectiveness will be limited due to selection bias. 
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Engaged students are more likely to fill out SETs than unhappy students; “the 
underrepresentation of students who complete the course and obtain low grades implies that 
instructors receive proportionally less feedback from those who might be the most affected by 
any learning shortcomings associated with the instructor or the course.” (p.26) 

The timing of SETs is also problematic. Typically SETs are conducted at the end of the 
semester; therefore instructors do not have the ability to make changes for the course in which 
they are being evaluated. Because of this, many universities encourage their faculty to conduct 
their own midterm evaluations. If faculty can make changes to their course based on these 
midterm evaluations, it can be argued that midterm evaluations would be preferable. As noted 
above, the use of midterm evaluation of teaching tends to lead to higher end of semester scores 
for faculty. 

However, the human resource literature finds that evaluations tend to be more positive and less 
critical than they should be if there will be future interactions between the evaluator and the 
instructor. This tendency is tempered by the use of anonymous evaluations. This unwilling to 
criticize the instructor is likely to be stronger in midterm evaluations of teaching effectiveness 
because the term is not finished. It also could be significant in smaller departments or 
specialized programs if students know or perceive that they will be taught by the instructor in the 
future. 

Initial research suggests the use of electronic SETs may improve the quality of student 
responses concerning teaching effectiveness. Venette, Sellnow and McIntyre (2011) find that 
that although there was no difference in the number of positive and negative open-ended 
responses and no significant differences in the underlying themes of these responses between 
pencil and paper and electronic evaluations, students offered more descriptive electronic 
evaluations. This would indicate that the usefulness of student insights might be improved both 
at midterm and end-of-term evaluations of teaching if students could offer comments 
electronically. 

The value of SETs depends on the quality of the survey, and concerns with students evaluating 
faculty teaching practices have been noted in the literature. Some questions are more useful 
and better tested than others. Bélanger and Longden (2010) argue that faculty members are the 
best to judge whether the knowledge of the instructor, the appropriateness of the class 
objectives and the grading standards. Students on the other hand, are better judges of 
classroom atmosphere, pace of instruction and clarity and organization of class material. 

Seldin (1993) observes that students, because of their limited background and experience, 
should not evaluate the instructor’s knowledge of the subject matter or the materials used in the 
classroom. In a sample of 26 evaluations collected from 14 different Ontario universities, 4 
evaluations asked students to rate the instructor’s knowledge, and 14 asked if the resources 
and materials used in the course were effective and relevant.  

Green et al. (1998) in a review of SETs used by accounting education departments in different 
institutions find that over 60 percent of evaluations contain at least one question in which 
students did not have the background or experience to answer. Beran and Rokosh (2009) in 
their review at University of Calgary find that most professors feel that the SET (at that 
institution) is too poorly designed to be useful to improve teaching practices.  
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In our sample of SETs from Ontario universities, six out of fourteen institutions did not provide 
the opportunity for students to comment or provide written feedback to instructors, which would 
further reduce the usefulness of this form of evaluation.  

Fundamentally, there are other ways to improve teaching skills than through the use of SETs. 
Most SETs are not a sufficient tool to improve teaching as the questions are not specific 
enough.  However, all universities have teaching support services / educational development 
groups to assist faculty members, although the use of their services is not compulsory. Typical 
supports are both internal and external conferences and workshops opportunities, mentoring 
and peer consultation, orientation and seminars for new faculty, and disseminating information 
on teaching innovation. 

Wasley (2007) notes there are limitations to the use of faculty assisting other faculty in 
improving teaching skills. In commenting on Brigham Young University’s program that has paid 
student observers providing feedback, she notes that student observers are less threatening to 
faculty members and provide a different perspective based on their experiences as being 
students. In this service offered to faculty, student observers also interview other students in the 
course. 

Evaluation	as	a	Measure	of	Self	Learning	

While the primary stated purpose of the sample evaluations examined were for “faculty review” 
or to “improve teaching”, some evaluations asked for students to evaluate their learning in the 
course and others asked students to rate the value received in the course. Some universities 
are refocusing the role of evaluations to measure learning and not teaching. This is perhaps not 
surprising given the recent focus on learning and engagement within the Ontario postsecondary 
education sector. 

The questions asked on the SET impacts the students’ perception of their roles in the learning 
process. Parpala et al. (2011) examine teaching in three different disciplines. They find that 
students measure ‘good teaching’ by inputs provided by the instructor: clarity of information and 
the teacher’s efforts to make students understand have both been identified as important factors 
of good teaching from the students’ point of view and are less likely to consider their active role 
in the learning process. They contend that the SETs that focus on the role of teacher influence 
students to minimize their active role in the learning process.  

Industrial psychologists have examined the evaluation of training programs and self-reported 
learning. Kirkpatrick’s seminal work on the evaluation of training programs (1959, 1960) notes 
that these evaluations do not capture learning per se (that is better captured by exam 
performance, for example), but instead student’s reaction as to what the trainee thought of a 
particular program. Programs which are rated high by participants may provide an appropriate 
atmosphere for learning but these programs do not necessarily lead to high levels of learning. 
That is a welcoming and collegial atmosphere may be necessary for learning, but it is not 
sufficient. Goldstein and Ford (2002, p. 153) comment “It is important to realize that reaction 
measures may not be related to learning and eventual performance on the job. It is entirely 
possible for participants to enjoy the training but not produce the behaviour that is the objective 
of the instruction.” 
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In comparing our sample of SET questions to a list of survey questions assessing reaction 
measures (as provided by Grove and Ostroff (1991) and summarized by Goldstein and Ford 
(2002)), it is readily apparent that SET questions in general are not measures of self learning 
but reactive measures of enjoyment. These five statements are given below and the number in 
brackets beside each question is the number of surveys in our sample of SETs that asked the 
same or a similar question. 

 the objectives of this program were clear (7) 
 the instructor was helpful and contributed to the learning experience.(17) 
 there was an appropriate balance between lecture, participant involvement and exercise 

in the program.(10)5 
 the topics covered in this program were relevant to the things I do on my job.(4) 
 overall how you would rate this program.(14 rated course and 20 rated instructor) 

Thus these questions, which are used by universities to rate instructor performance or student 
learning appear to be measuring student reactions instead. That is they measure how a student 
enjoyed the learning environment, not whether or not they have learned the material.  

And finally, perhaps students may not know what they need to know. Guevara and Stewart 
(2011) note that alumni have different course expectations than undergraduate students, and in 
particular material that has career relevance and learning are stronger determinants of course 
satisfaction for alumni than undergraduates.  

Evaluations	of	Teaching	Performance	

The last use (and the most contentious among teaching faculty) of evaluations that we examine 
is the summative role of evaluations.6 Evaluations are used to measure teaching effectiveness 
for use in tenure and promotion decisions and in assessing merit. Given the importance of these 
evaluations in tenure and promotion decisions, faculty are understandably concerned about the 
legitimacy (and perhaps manipulability) of the results. However, overall the research finds that 
properly designed SETs are both valid and reliable.  

Gravestock and Greenleaf, in a presentation to COU Academic Colleagues, are concerned that 
because consistency is important in ensuring validity, results of evaluations collected 
electronically outside of class time should not be compared to results of evaluations conducted 
in class. This concern may be unfounded as Avery et al. (2006) note that SET scores should not 
be adversely affected by switching to electronic scores.  Nonetheless, lower response rates may 
lead to greater variability in SET results which makes it difficult to track the change in a faculty’s 
teaching effectiveness over time. 

As discussed above, student perceptions of SETs and their usefulness vary across class size, 
gender and year of student, and how the evaluation is administered. Differences in perceptions 
may lead to differences in SET scores. Therefore when SETs are used for summative purposes, 
there may be unintended biases against some faculty members. The SET should not form the 
only basis for the evaluation of faculty teaching competence. Alternatively, McPherson, Jewell, 
and Kim (2009) provide a suggestion as how SET scores can be adjusted for these extrinsic 
factors outside of the control of the instructor. 
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How SET scores are used also in the tenure and promotion process also varies between and  
across universities. Several Ontario universities use the average score of all SET questions to 
influence the decision for tenure and promotion. Statistically, the result of this averaging of 
averages, typically results in very few outlier scores. Thus it becomes difficult to distinguish 
across levels of teaching effectiveness except for the most exceptional and poor teachers. One 
university states that only this aggregate score and no individual SET question score or student 
input can be used by the university in its assessment of teaching performance. Many 
universities report the score from the summative question on the SET as well as the average 
score of all SET questions as inputs to assessment of teaching performance. Some universities 
have two summative questions – one on the quality of the instructor, and one on the quality of 
the course. The impact and importance of these evaluations varies according to the instructor’s 
employment. SET scores may be the main input for rehiring of sessional and part time contract 
instructors, and they are typically more important to teaching only faculty than regular faculty 
members. Since SET scores are a part of the tenure and promotion process, as such these 
evaluations are more important for tenure track than tenured faculty. Some universities in 
Ontario solicit input from graduate and undergraduate students on teaching effectiveness for 
tenure and promotion decisions, but most do not, and indeed many collective agreements do 
not allow for written input on teaching effectiveness from students. 

Impact	of	Evaluations	on	Faculty	Performance	

Beran and Rokosh (2009) summarize the literature on faculty perceptions of SETs, and note 
that there is very little consensus - many instructors view SETs to be valuable and many do not. 
Their research, which included a sample of over 300 faculty at a single Canadian university, 
found that two-thirds of the respondents expressed a negative view of the SET used at this 
institution. Concerns at this institution (and we would argue that these concerns are relevant  to 
Ontario teaching faculty also) arose primarily from the quality and legitimacy of SET scores. Are 
SET scores biased by factors outside of the faculty member’s control? Do faculty manipulate (or 
manage) the classroom environment to improve SET scores in ways that may worsen the 
teaching and learning experience? 

Ackerman, Gross and Vigernon (2009) undertook in-depth interviews with faculty members to 
categorize their perception of SETs. Every instructor interviewed expressed concern that SET 
scores are impacted by grades or grade expectations and half of instructors felt pressured to 
please students rather than provide an honest assessment of performance. 

These views have been expressed previously in the literature. Haskell (1997) hypothesized that 
instructors may feel unnecessarily constrained in providing written feedback to students 
because instructors worry that students who disagree with written feedback will provide poorer 
evaluations. Penny (2003) and DeNisi and Kluger (2000) suggest that faculty are less likely to 
try innovative teaching approaches because they fear poor evaluations. Beran and Rokosh 
(2009) find that some instructors are unwilling to stray from the course outline, even if that would 
produce a richer pedagogical experience, because this will produce lower SET scores. Over 
one-half of the Ontario SETs collected asked students whether the course was consistent with 
the course outline. 
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One area not fully explored in the literature is the impact of evaluations on faculty decisions 
regarding classroom management that go beyond pedagogical considerations. The empirical 
literature on the ability of faculty to influence SET scores by giving high grades, or reducing 
work load is mixed. However, many faculty perceive that it is possible the SET scores can be 
managed, either intentionally or unintentionally. This perception may influence classroom 
management decisions. 

For example, one often cited advice to new instructors is to “never return assessments on the 
day that evaluations are done unless grades exceed expectations”. And some faculty, in 
general, in deciding both ex ante what guidelines are enacted at the beginning of term and what 
rules are enforced during the term, consider the impact that these decisions will have on 
teaching evaluations. Classroom management decisions might include: 

 Will there be flexibility in deadlines and will late assignments be allowed? 
 Will extra credit work be given if students are performing poorly? 
 Will all incidents of academic misconduct be rigorously pursued? 
 Will treats or snacks be provided to students especially in smaller classes? And if so, 

when is the right time to offer them (before any SET is administered, or after SET is 
administered)? 

 What sort of classroom discipline will be imposed (attendance and deportment)? 

The concern here is with decisions that are made to manipulate SET scores, but that do not 
improve the teaching or learning experience or that are not pedagogically appropriate.  

Consistent with themes found in the literature, faculty may be less strict than they might 
otherwise wish to be because they do not want students to give them poor evaluations. Added 
to this is the pressure to increase student retention and improve the student experience, as well 
as the pressure from increasing class sizes and scarcity of resources. These effects also 
influence instructors. Fundamentally even if there is no statistical relationship between SETs 
scores and instructor leniency, the fact that instructors buy in to this “myth” will have a negative 
impact on the quality of the course taught. 

It seems plausible that this concern is greater for faculty members whose positions or future job 
opportunities are more dependent on good teaching evaluations – graduate students, contract 
academic staff, and tenure track faculty. As Ontario universities rely more and more on contract 
staff to teach, these impacts are more pronounced.  

Conclusions	and	Final	Thoughts	

There are some unintended but positive impacts from SETs that we have not yet mentioned. 
Even if faculty are concerned that students may not provide the best evaluations of teaching 
performance, the mere presence of SETs underscores the responsibility that instructors have to 
students. As noted by Beran and Rokosh (2009), SET “introduces some measure of 
responsibility towards one’s students”. (p. 507).  

Students value the opportunity to be heard, and SETs provide them with the opportunity. 
Innovative programs that involve student input in improving university education, like the one at 
Brigham Young University (Wasley, 2007), should also be considered.  
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Our observations and the above literature suggest that the design of SETs matter. Indeed, 
some universities are currently revising their institutional policies with respect to the use of 
SETs. However many universities are intent on recreating the wheel as there are existing 
surveys of teaching evaluation that are well tested for validity and reliability. One example is the 
Students’ Evaluation of Educational Quality or SEEQ, which is used globally at several 
institutions.7  

From a formative perspective, a simple evaluation on its own is not worthwhile - evaluation is 
only valuable when it leads to improvements in teaching. If a SET is deemed to be essential to 
this process, then the questions on the SET must actually evaluate inputs to teaching 
effectiveness. It may be the case that at most SETs evaluate whether or not the classroom 
experience is conducive to learning. Ackerman, Gross and Vigernon (2009) recommend that 
faculty observation evaluations should be used in conjunction with SETs. Faculty members tend 
to view other faculty members as experts in evaluating quality of teaching, but students are 
experts at evaluating what worked or did not work for their learning. Thus the combination of 
faculty observation and SETs provide a better picture of teaching effectiveness. 

From a summative perspective, properly designed SETs may be valid and reliable, but even 
then there are uncontrollable factors (such as class size, age and gender of instructor) that 
impact SET scores. Thus using SETs as the sole basis to measure teaching effectiveness for 
promotion and tenure decisions is not appropriate - they should at most provide one component 
of the evaluative process. Some Ontario universities use SET scores along with comments from 
peer evaluation as inputs to tenure and promotion decisions.  

Finally, human resource specialists would argue that the use of a single one tool for many 
purposes – for measuring student learning and for measuring and improving teaching 
effectiveness – is not ideal, and it is better to have a tool designed for each objective. Although 
SETs are entrenched in our university system, there continues to be a growing concern for 
student learning accompanied by a lack of support for university professors to teach effectively. 
It is perhaps important for universities to rethink how these are done and more importantly, what 
purpose such data serves in the university system.  
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1 These evaluations have different names at different universities and in the literature. For consistency 
purposes, we adopt the name “student evaluation of teaching” or SET in this document. 
2 However this result should be interpreted with caution. Among this sample was one professor who twice 
when teaching 2 sections of a course used paper evaluation in one section and electronic evaluation in 
another. In one semester his evaluations were higher in the paper format and in the next semester, they 
were higher in the electronic format. 
3 http://www.mcgill.ca/tls/teaching/course-evaluations/completion 
4 This is a European study. Results from North American studies are similar. However, one might suspect 
that actions represented by “treating students respectfully” or “creating a classroom conducive to 
learning” would be different in different cultures.  
5 The phrasing of the SET questions typically asked if the articles, discussions, and projects were 
effective or if the instructor used a variety of teaching styles. 
6 Another summative role is providing summary teaching evaluation scores to students to assist in course 
selection. We might argue that many faculty might prefer this to ratemyprofessors.com which tends to 
attract more extreme  comments. 
7 See for example Marsh (1982), Marsh (1987), http://www.mta.ca/pctc/TONI_SEEQ/SEEQ_long.pdf and 
http://www.schreyerinstitute.psu.edu/Tools/SEEQ/Analyze/.  


